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Figure 1: InteractionAdapt is a user interface optimization method that exploits affordances and constraints of physical spaces
to adapt workspaces in Virtual Reality to situated settings for comfortable and efficient use. (a) It takes a user’s personalized,
physically situated, and virtual workspace as input, and (b) models the new physical environment the user is transitioning to as
obstacles and affordances for UI alignment. (c) InteractionAdapt optimizes the position and orientation of virtual elements to
retain the user’s workspace configuration as much as possible, leveraging physical affordances for the optimized use of direct
and indirect input techniques while avoiding real-world obstacles. (Real-world environment shown for illustrative purposes.)

ABSTRACT
Virtual Reality (VR) has the potential to transform how we work: it

enables flexible and personalized workspaces beyond what is possi-

ble in the physical world. However, while most VR applications are

designed to operate in a single empty physical space, work environ-

ments are often populated with real-world objects and increasingly

diverse due to the growing amount of work in mobile scenarios.

In this paper, we present InteractionAdapt, an optimization-based

method for adapting VR workspaces for situated use in varying

everyday physical environments, allowing VR users to transition

between real-world settings while retaining most of their personal-

ized VR environment for efficient interaction to ensure temporal

consistency and visibility. InteractionAdapt leverages physical affor-

dances in the real world to optimize UI elements for the respectively

most suitable input technique, including on-surface touch, mid-air

touch and pinch, and cursor control. Our optimization term thereby
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models the trade-off across these interaction techniques based on

experimental findings of 3D interaction in situated physical envi-

ronments. Our two evaluations of InteractionAdapt in a selection

task and a travel planning task established its capability of support-

ing efficient interaction, during which it produced adapted layouts

that participants preferred to several baselines. We further show-

case the versatility of our approach through applications that cover

a wide range of use cases.
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1 INTRODUCTION
Virtual Reality (VR) has the potential to enhance the way we work,

because it can alleviate many limitations that are present in the

physical world. For instance, virtual content can be placed any-

where around information workers, enabling them to take advan-

tage of spatial interactions otherwise unavailable in real-world

environments. VR apps may also flexibly substitute the physical

surroundings according to a worker’s preferences. Several research

prototypes (e.g., [5, 25]) and commercial applications have targeted

the use of VR for such productive scenarios, such as Horizon Work-

rooms [57], Varjo Workspace [76], and Spatial [67].

As knowledge work becomes increasingly remote and mobile,

interfaces for accomplishing productivity tasks, including VR, must

evolve to operate effectively inside a wide variety of usage contexts

and environments. A VR workspace designed for one physical

environment may thus be sub-optimal for another—switching to

a new physical environments may introduce physical constraints

that hinder interaction and, worse yet, raise safety concerns.

To reconcile complex interface designs with diverse physical

surroundings, prior work has adapted interface layouts to contex-

tual factors, such as the user’s state [47] or application-defined

geometric constraints [22]. While prior approaches to workspace

optimization are promising, they have notably neglected consid-

ering the mode of interaction itself, i.e., how users may interact

with virtual elements inside the workspace and the physical sur-

roundings. Crucially, this includes the extent to which physical
surroundings may either limit or support these interactions.

Traditionally, VR users have interacted with content using a vari-

ety of techniques, such as mid-air direct touch (e.g., “poking” virtual

elements [43]) and cursor-based pointing (e.g., controlling a “laser

beam” [2]). However, each interaction technique that is available

for use entails individual optimal interface element placements. To

our knowledge, prior work has primarily focused on optimizing

workspaces for visibility and direct access. This creates the oppor-

tunity to support more suitable interaction techniques that may

result from the presence of physical obstacles and surfaces.

In many cases, environment features obstruct interaction, caus-

ing undesirable contact when providing input in VR. Prior work

has therefore focused on interface adjustments to avoid undesir-

able physical collisions [9, 28] or transformed input motions in

spatially-constrained settings to fit virtual environments [33, 40].

In some contexts, however, affordances in the physical envi-

ronment may be beneficial for interaction, such as by providing

passive haptic feedback during direct on-surface touch [9, 12, 55]

or serving as platforms for rest (e.g., supporting elbow-anchored

interactions [72]). We argue that rather than regarding physical

objects as mere obstacles to interaction, adaptive interfaces could

benefit from co-opting their features. To address these gaps, we

introduce InteractionAdapt, a novel UI adaptation model that ex-

plicitly optimizes for interaction in VR.

1.1 Interaction-driven UI adaptation
InteractionAdapt determines placements for virtual elements con-

sidering how they may be interacted with. Our approach co-opts en-

vironment affordances for this purpose while avoiding surrounding

objects that obstruct interaction. InteractionAdapt first models the

physical environment as surfaces, obstacles, and mid-air placement

volumes. It then evaluates the suitability of potential element place-

ments for direct on-surface touch, mid-air touch and pinch, and

remote cursor interactions, based on experimental performance in-

sights that derived in our prior work [12]. In this process, our model

factors in how physical affordances in the environment could pro-

vide haptic feedback or encourage restful postures. Our model’s de-

cisions ultimately represent optimal element placements for using

an optimal interaction technique. InteractionAdapt further trades

off this objective with requirements for layout spatial-temporal

consistency and visibility.

To evaluate whether our method supports more ergonomic and

efficient interaction, we first compare InteractionAdapt with two

baseline approaches in a target selection study: Surround performed

naive re-centering, and Consistency optimized for layout similar-

ity while avoiding visual occlusion of elements and overlaps with

physical objects. For performing selections resembling common

interaction patterns in multi-window environments, participants

preferred InteractionAdapt-optimized layouts and adjusted them

significantly less themselves. Results also show that they perceived

the layouts as a better match for both the task and environment.

Our second evaluation, a proof-of-concept study, involved a real-

world knowledge work task to compare our model with Consistency
in a travel planning scenario. The study examined the feasibility

of our approach to support interaction performance during a task

that, in addition to selections, comprised cognitive aspects and

associative interaction as the target for task completion. Again,

participants’ feedback suggests promise in InteractionAdapt’s usage

of physical affordances to provide interaction benefits.

1.2 Contributions
In summary, we make the following contributions in this paper:

• An optimization-based adaptive VR layouting model that

considers how affordances of the real world support differ-

ent input modalities for interacting with virtual elements.

Our approach fluidly transitions UI layouts between physi-

cal spaces to support situated usage by combining our con-

sideration of interactions with factors of spatio-temporal

consistency and visibility.

• Two empirical studies comparing InteractionAdapt to several

baseline approaches. In a selection task (𝑁 = 12), designed

to resemble multi-window interaction patterns, Interaction-

Adapt produced preferred and more ergonomic layouts than

alternative approaches. In a second proof-of-concept study

of behavior during a travel planning task (𝑁 = 12), partici-

pants’ preliminary feedback illustrates the value of Interac-

tionAdapt’s consideration of interaction affordances in the

physical environment.

• A series of proof-of-concept UI applications that leverage our

method to allow mobile workers to use their productivity

environments across diverse physical settings.

Taken together, we believe that InteractionAdapt is step towards

bringing personalized VR environments anywhere, affording users

productive and efficient use of virtual productivity tasks for pro-

longed periods while leveraging their physical surroundings.
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2 RELATEDWORK
InteractionAdapt is motivated by related work on VR interaction

techniques, situated VR interfaces, and adaptive MR interfaces.

2.1 VR interaction techniques
There is significant research on VR interaction techniques [7, 27, 37,

41, 43, 58]. Within VR productivity applications [35, 57, 67, 75], the

most commonly supported techniques are mid-air direct interac-

tions, like point and pinch, and distant cursor-based control. Each

interaction technique has associated benefits and limitations. Direct

interactions are generally faster and more accurate because they

enable users to rely on their proprioception and intuitions from

interacting with everyday objects; however, they have a limited in-

teraction range [8, 43]. Remote interaction techniques, on the other

hand, have an expanded interaction range, but can be imprecise de-

pending on the task [43]. To enable users to flexibly take advantage

of both direct and distant input, several VR applications, including

Immersed [35] and Spatial [67], have opted to implement controls

that adapt (i.e., presenting pinch versus cursor input) depending on

the context (e.g., proximity to applications, hand pose). In line with

this work, we argue that providing several interaction techniques

enables more fluid interaction. Thus, InteractionAdapt implements

an automatic input selection feature. Moreover, our adaptation for-

mulation explicitly optimizes element placements by considering

different interaction techniques. In our evaluations, we confirm

that this approach yields interface adaptations that are qualitatively

preferred and more supportive of ergonomic interactions.

Besides hand-driven interaction techniques, such as those men-

tioned above, prior research has also explored several alternative

modalities involving peripheral devices. Menzner et al. [56] and

Biener et al. [6], for instance, proposed integrating 2D touchscreens

into VR. Zhou et al. [78] introduced a physical mouse for 3D click-

ing and dragging. While we acknowledge that such modalities have

their strengths (e.g., beneficial ergonomics [61]), adding peripheral

devices to the system may be inconvenient. InteractionAdapt is

thus focused on enabling free-hand usage of VR workspaces.

2.2 Situated VR Interfaces
VR applications have traditionally been designed in a way that

isolates users from their surroundings and relies on mid-air free-

hand controls. However, more recent VR research has also rec-

ognized opportunities of situating experiences in physical reality

[10, 28, 66, 77]. Existing approaches situate VR experiences by ei-

ther visualizing features of the physical environment (e.g., Reali-

tyCheck [28], Meta Quest’s “bring your own desk” feature [3]) or

co-opting passive affordances in the user’s surrounding environ-

ment for virtual objects (e.g., Substitutional Reality [45, 66, 68]).

InteractionAdapt takes inspiration from the latter.

The surrounding physical environment can both benefit and

constrain interactions in VR. For instance, physical affordances, es-

pecially surfaces, may provide beneficial passive haptic feedback for

direct interactions with virtual interfaces [12, 18, 55, 70, 71, 79, 80]

(i.e., collocating the virtual interface with the physical surface

extends mid-air pointing into on-surface touch). Prior research

has shown that direct interaction with virtual elements, particu-

larly when collocated with physical surfaces, improves immersion

[36, 73], ergonomics, [12, 46, 55, 70, 79, 80] and task performance

[12, 30, 73]. Beyond providing passive haptic feedback, physical

surfaces in the environment may also serve as platforms for more

restful and stable interactions [55, 70–72], while supporting users

in leveraging their sense of proprioception and kinesthesia [33, 69].

In our recent study [12], we demonstrated that element placements

aligned with surrounding physical surfaces enable users to adopt

more ergonomic postures during interaction (e.g., elbow-rested in-

teraction [72]). InteractionAdapt integrates the experimental find-

ings of this study in its optimization model.

Conversely, interacting around physical objects in VR may re-

sult in unintended collisions with the environment, which may

not only be distracting but detrimental to a user’s safety [11]. In-

teractionAdapt is informed by these empirical insights. It aligns

a user’s virtual workspace with the real world by considering the

affordances of physical objects to enable ergonomic interactions

while avoiding them if they are obtrusive.

2.3 Adaptive Mixed Reality (MR) Interfaces
MR (i.e., Augmented Reality (AR) or VR) interfaces interweave UIs

with the real world around us and are thus context-sensitive. They

depend on numerous factors relating to the user’s state (e.g., [1, 23,

47, 48]) and surrounding environment (e.g., [11, 13]). Prior research

has proposed a variety of methods to enable MR interfaces to be

adaptive to its usage context (cf. Grubert et al. [24]).

Our work is most directly related to prior approaches focused

on environment-driven MR interface adaptations [17, 19, 20, 22, 31,

39, 60]. Ens et al. [13, 14], for instance, introduced a Markov-chain-

based algorithm to align widgets with the physical environment

while maintaining body-centric spatial constancy and UI visibility.

Lages and Bowman’s work [42] adaptively attached AR windows to

walls while users walked around. Luo et al.’s study [49] suggested

that environment affordances influence layouting behaviors when

performing collaborative sense-making tasks in AR. ScalAR [65]

used a decision-tree-based approach to re-target AR layouts to new

environments while obeying semantic virtual-physical relations

from prior demonstrations. SemanticAdapt [11] optimized for se-

mantic agreement between virtual and physical objects using a

linear program that additionally considers factors like temporal

consistency, occlusion avoidance, and task utility [11].

Our work also builds on prior adaptive MR approaches that

consider ergonomics (e.g., [15, 72]). To evaluate the ergonomics

of interactions, prior work have used a mixture of bio-mechanical

models and heuristics [32, 52]. Evangelista Belo et al. [16] and

Montano Murillo et al. [59] both leveraged these approaches to

optimize for more ergonomic mid-air virtual element placements,

while Luong et al. [50] investigated which input tasks are more

ergonomic and endurable for controller vs. free-hand manipulation.

The aforementioned prior work either focused exclusively on

mid-air interactions (e.g., [13, 16, 59]) or treated physical objects as

mere obstacles and neglects considering how environment features

influence interaction (e.g., [11, 65]). Furthermore, to our under-

standing, no prior work explicitly modeled interaction techniques

when optimizing UI layouts. InteractionAdapt’s main distinguish-

ing feature from prior UI adaptation approaches, such as Cheng

et al. [11] and Ens et al. [13], is its explicit consideration of different
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interaction modalities. Our approach exploits physical environment

affordances to optimize element placements that support more er-

gonomic interaction with different techniques.

3 REQUIREMENTS FOR ADAPTIVE VR
Based on prior findings, we define requirements for layout adap-

tation in VR to support situated use in a given physical setting.

First, previous research has shown that VR productivity apps ben-

efit from supporting multiple interaction techniques. The most

effective interaction technique for a specific VR interface depends

on the physical environment’s constraints and opportunities. VR

layout adaption methods should optimize element placements by

leveraging the physical environment’s affordances for interaction.

Second, prior work generally highlights that direct interaction

techniques are preferable for productivity tasks due to ergonomic

and accuracy considerations [79], especially when supplemented

with passive haptic feedback. Beyond passive haptic feedback, prior

work has shown that physical surfaces can serve as platforms for

restful and stable interactions [12]. Placement of virtual elements

in proximity to surfaces may hence also yield benefits.

Last, prior literature on adaptive MR interfaces suggests that

inter-element visibility and temporal consistency are important

usability considerations to account for [11, 13, 47]. In summary, VR

workspace adaptations should include the following objectives:

R1 Prioritize interaction techniques in the order of on-surface

touch interaction, elbow-rested interaction, mid-air direct

interaction, and distant interaction.

R2 Avoid element placements that risk inadvertent contact with

physical obstacles. Particularly in constrained spaces, encour-

age or even require the use of a distant interaction technique

through element placement.

R3 Optimize for element visibility and minimize inter-element

occlusions in layouts.

R4 Enable users to rely on their spatial memory by retaining

spatio-temporal consistency in the adapted layouts.

4 INTERACTIONADAPT
We introduce InteractionAdapt, a novel UI adaptation model that

reconciles interface optimization with the physical affordances

surrounding the user, ergonomic constraints, and the use of prefer-

ential input techniques for prolonged interaction. InteractionAdapt

enables users to interact with a personal virtual workspace in a

given physical environment. When switching between physical

environments, our method adapts the user’s virtual interface layout

depending on the physical interaction affordances of its new usage

context. Figure 2 shows an overview of the method.

4.1 Layout optimization
Wedefine the problem of re-targeting a virtual workspace as follows:

given an interface layout in one environment (input environment),
determine the placement for each interface element in a new en-

vironment (target environment). We propose solving for the target
interface layout with a linear program, which has shown promise

in prior work on optimizing interface designs [62].

4.1.1 Inputs. Our model takes as input element variables, which
describe the virtual elements in use, and environment variables,
which characterize the physical environment. Input parameters are

documented in Appendix A.

Virtual elements (E):. Our model considers each element’s 𝑒 ∈ 𝐸

position in the input environment 𝑝𝑒 ∈ R3, size 𝑑𝑒 ∈ R3, and usage
frequency 𝑢𝑒 ∈ [0, 1]. 𝑢𝑒 represents how frequently each element

needs to be accessed and hence prioritized in a given context (similar

to respective terms in [11, 47, 63]). For example, in a knowledge

work scenario, a document that a user is actively using (i.e., high

𝑢𝑒 ) should probably be placed in a position more beneficial for

interaction than a time widget referenced occasionally (i.e., low 𝑢𝑒 ).

𝑢𝑒 values can either be defined manually, using domain knowledge,

or computed from historical interaction data as the fraction of time

spent actively interacting with each element.

Physical environment: Our model determines placements for vir-

tual elements considering the physical affordances of the target

environment. Following the approach of Cheng et al. [11], we define

an environment as a 2m × 1m × 2m mid-air placement volume

positioned 0.2m in front of the user, as well as sets of physical

obstacles 𝑜 ∈ 𝑂 and surfaces 𝑠 ∈ 𝑆 . Elements can be placed within

the placement volume or attached to surfaces. More precisely, we

voxelize the defined placement volume and surfaces into containers

𝑐 ∈ 𝐶 to which elements can be assigned. Voxel containers are

computed by subdividing the volume and surfaces based on the di-

mensions of the smallest input element. Each container is associated

with a position and size, denoted 𝑝𝑐 ∈ R3 and 𝑑𝑐 ∈ R3 respectively.
We then recursively merge neighboring voxels to identify additional

placement arrangements (since two contiguous container can either

be occupied by two individual smaller elements or a single wider

element). Obstacles are physical objects that users should not inter-

act with. Currently, surfaces and obstacles are manually defined as

planes and bounding boxes respectively. They are characterized by

their position 𝑝𝑜 , 𝑝𝑠 ∈ R3 and size 𝑑𝑜 , 𝑑𝑠 ∈ R3.

4.1.2 Optimization. Our approach determines the optimal assign-

ment of virtual elements 𝑒 to containers 𝑐:

x𝑒,𝑐 =

{
1 if e assigned to c
0 otherwise

(1)

Element positions are set to the positions of their assigned con-

tainers. They are oriented to point towards the user in mid-air

containers, and aligned to be flush with surface containers.

Our model uses a temporal consistency term T (R4) [11, 13]
and an occlusion avoidance term V (R3) [11, 13] drawn from prior

work. In addition, we propose a novel interaction modality term I to
exploit affordances of the real-world and optimize virtual element

placements for more beneficial interactions (R1).
The resulting model maximizes the following objective function:

argmax𝑒,𝑐 (𝑤𝑡 · 𝑇 + 𝑤𝑣 · 𝑉 + 𝑤𝑖 · 𝐼 ) (2)

We empirically set the weights as𝑤𝑡 = 0.25,𝑤𝑣 = 0.5, and𝑤𝑖 = 0.25.

We attribute a comparatively higher weight to the the occlusion

avoidance term because element overlaps hinder access to inter-

face components, which severely compromises layout usability.

We see optimizing for spatio-temporal consistency and interac-

tion modality support as equally important, and set the remaining
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Figure 2: Our proposed model for adapting interface layouts
for situated usage in virtual reality. Particularly Interaction-
Adapt’s explicit consideration of interaction modality distin-
guishes it from prior work.

weights accordingly. We verified our weighting scheme through

experimenting with different UIs in a variety of environments.

4.1.3 Temporal consistency (R3). To reward consistency between

the input environment layout and the target environment layout,
we define the sub-objective T as a summation of two components:

relative position preservation Tposition and relative order preser-

vation T
order

. Our Tposition term follows the temporal consistency

objective in Cheng et al. [11],

𝑇
position

= − 1

𝑁𝑒

∑︁
𝑒

∑︁
𝑐

∥𝑝𝑐 − 𝑝𝑒 ∥ · xe,c (3)

𝑁𝑒 denotes the total number of elements. The term encodes the

L2-norm between the input and potential assignment positions.

Our relative order preservation term T
order

is inspired by Ens

et al. [13]. It aims to preserve the directional spatial relationship

between elements (e.g., left of, above, in front of). For the sake of

clarity, we focus on describing an objective that preserves left-right

relative ordering. Our approach to optimizing for up-down and

front-back ordering is identical. Consider a pair of elements 𝑒1, 𝑒2,

and their potential container assignments 𝑐1, 𝑐2. Relative ordering

is preserved when both 𝑒1 and 𝑐1 are either left or right of 𝑒2 and

𝑐2 respectively. This behavior can be encoded as follows,

𝑇
𝑒1,𝑐1,𝑒2,𝑐2

right
=


1 if

(
𝛿
𝑒1
right

− 𝛿
𝑒2
right

)
·
(
𝛿
𝑐1
right

− 𝛿
𝑐2
right

)
> 0,

0 otherwise,

(4)

where 𝛿
𝑒1
right

, 𝛿
𝑒2
right

, 𝛿
𝑐1
right

, 𝛿
𝑐2
right

are the respective projected posi-

tions of 𝑝𝑒1 , 𝑝𝑒2 , 𝑝𝑐1 , 𝑝𝑐2 onto the user’s right directional vector.

𝛿
𝑒1
right

, 𝛿
𝑒2
right

represent projections in the input environment. 𝛿
𝑐1
right

,

𝛿
𝑐2
right

represent projections in the output environment. Note, how-

ever, that this current formulation is quadratic. To keep our solution

 
   

 

 
 

 

  
 

 

(a) I touch (b) Ielbow

(c) I midair (d) Idistant

Figure 3: Illustration of our interaction technique term. The
green frame highlights the UI element of focus. (a) 𝐼touch
places elements on surfaces reachable with a bent arm posi-
tion. (b) 𝐼elbow places elements above surfaces with a distance
smaller than the length of a forearm. (c) 𝐼𝑚𝑖𝑑𝑎𝑖𝑟 places ele-
ments reachable with a bent arm position within the user’s
field of view and at eye level. (d) 𝐼distant places elements out
of reach within the user’s field of view and at eye level.

linear, we use the following approximation,

𝑇
𝑒1,𝑐1,𝑒2

right
=


1 if

(
𝛿
𝑒1
right

− 𝛿
𝑒2
right

)
·
(
𝛿
𝑐1
right

− 𝛿
𝑒2
right

)
> 0,

0 otherwise,

(5)

We observed that this approach preserves relative ordering when

optimized over all element pairs. T
order

sums these values for all

directions (i.e., forward, up, right), elements, and containers,

𝑇
order

=
1

3 · 𝑁 2

𝑒

∑︁
𝑒1,𝑒2,𝑐1

(
𝑇
𝑒1,𝑒2,𝑐1

forward
+𝑇 𝑒1,𝑒2,𝑐1

up
+𝑇 𝑒1,𝑒2,𝑐1

right

)
· x𝑒1,𝑐1 (6)

4.1.4 Occlusion avoidance (R4). We set our occlusion avoidance

term 𝑉 to the negated sum of occluded assignments [11],

𝑉 = − 1

𝑁𝑒

∑︁
𝑐

∑︁
𝑐
occluded

x𝑐,𝑐
occluded

(7)

x𝑐,𝑐occluded is a set of additional variables denoting whether contain-

ers 𝑐 and 𝑐
occluded

, a container 𝑐 potentially occludes, are simulta-

neously occupied (i.e., x𝑐,𝑐occluded = 1 if x𝑐 = 1 and x𝑐occluded = 1). We

achieve this behavior with an indicator constraint. We compute

potential occlusions with ray-casts from the user’s head position.

4.1.5 Interaction modality (R1). Our interaction modality term I
prioritizes usage of interactions in the order of on-surface touch,

elbow-supported interaction, mid-air direct interaction, and dis-

tant interaction, each modeled respectively with the following sub-

objectives (Figure 3): 𝐼
touch

, 𝐼
elbow

, 𝐼
midair

, and 𝐼
distant

.

Touch support (𝐼touch): We compute touch support as follows,

𝐼𝑐
touch

=


(1 + 𝑒10· (𝛿

𝑐
user

−𝑙arm ) )−1 if 𝑐 is a horizontal surface

0.3 · (1 + 𝑒10· (𝛿
𝑐
user

−𝑙arm ) )−1 if 𝑐 is a vertical surface

0 otherwise.

(8)
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𝛿𝑐
user

denotes the distance between container 𝑐 and the user. 𝑙arm
is a constant representing the length of the user’s upper limb. We

set 𝑙𝑎𝑟𝑚 = 0.8 meters, which is the the average upper limb length

of people [21]. As touch interaction requires a surface for haptic

feedback, this term can only become non zero for containers that

are surfaces. We multiply the value for vertical surface containers

with a constant scalar of 0.3 to model the assumption that touch

interactions with vertical surfaces are less ergonomic as users can

leverage horizontal surfaces to rest. The function’s inclusion of

an exponential term aims to reward placements of elements on

surfaces within reach for ease of access.

Elbow-rested interaction support (𝐼elbow): We compute support

for elbow-rested interactions as,

𝐼𝑐
elbow

=

𝑒
−30· (𝛿𝑐

surface
−𝑙

forearm
)2

if 𝑐 is mid-air above surface

0 otherwise.

(9)

𝛿𝑐
surface

denotes the distance between a mid-air container 𝑐 and the

closest horizontal surface container beneath it. 𝑙
forearm

is a constant

that represents a user’s elbow length (set to 0.3 adjusted from [21]).

Note that 𝐼𝑐
elbow

= 0 for containers with no horizontal surface

beneath them. To afford restful elbow-anchored interactions [72],

𝐼𝑐
elbow

saturates at 1 when container 𝑐 is approximately a forearm’s

distance 𝑙
forearm

from a surface.

Direct mid-air interaction support (𝐼midair): We define support for

direct mid-air interaction as,

𝐼𝑐
midair

= (1 + 𝑒10· (𝛿
𝑐
user,𝑥−𝑙arm ) )−1· (10)

(1 + 𝑒
10· ( |𝛿𝑐

user,𝑦 |−0.2) )−1·
smoothstep(0.5, 1.0, 𝜔𝑐 )

𝜔𝑐 is computed as the angular difference between the user’s forward

vector and the element’s position. 𝛿𝑐
user,𝑥 and 𝛿𝑐

user,𝑦 define the

horizontal and vertical distance of container 𝑐 from the user. Our

smoothstep function follows the implementation described in Vivo

and Lowe [74]. smoothstep(0.5, 1.0, 𝜔𝑐 ) returns zero for 𝜔𝑐 ≥ 60
◦

and saturates at one for 𝜔𝑐 ≤ 30
◦
. The function is designed to bias

placements within reach (i.e., with the 0.8 standard arm-length [21]

offset on 𝛿𝑐
user,𝑥 ), at approximately eye level (i.e., with the 0.2 offset

on 𝛿𝑐
user,𝑦 , empirically adjusted from Cheng et al. [11]), and within

user’s field of view (i.e., 120
◦
for modern VR headsets [51]).

Distant mid-air interaction support (𝐼
distant

): We define support

for distant mid-air interaction as,

𝐼𝑐
distant

= (1 + 𝑒−10· (𝛿
𝑐
user,𝑥−𝑙arm ) )−1· (11)

(1 + 𝑒
10· ( |𝛿𝑐

user,𝑦 |−0.2) )−1·
smoothstep(0.5, 1.0, 𝜔𝑐 )

The function biases placements out of reach, approximately at eye

level, and within user’s field of view. Constant values within this

term are selected following similar considerations as in 𝐼
midair

.

We define our final interaction technique term as the sum of

values of each interaction technique,

𝐼 =
1

𝑁𝑒

∑︁
𝑒,𝑐

𝑢𝑒 · (𝑤touch
· 𝐼𝑐
𝑡𝑜𝑢𝑐ℎ

+𝑤
elbow

· 𝐼𝑐
elbow

+ (12)

𝑤
midair

· 𝐼𝑐
midair

+𝑤
distant

· 𝐼𝑐
distant

) · 𝑥𝑒,𝑐

We set the weights to be 𝑤
touch

= 0.70, 𝑤
elbow

= 0.15, 𝑤
midair

=

0.10, and𝑤
distant

= 0.05. We weighted the touch support term most

highly to encode the assumption that direct on-surface touch is pre-

ferred because it enables interactions at greater speed, accuracy, and

comfort [55, 79]. We set the remaining weights to model a general

preference for direct pointing interactions over distant interactions

(i.e., 𝑤
midair

> 𝑤
distant

), especially when the interface element is

placed in positions affording restful postures (i.e., accomplished

by setting𝑤
elbow

= 0.15 and𝑤
midair

= 0.10). Intuitively, this term

prioritizes placement of elements with high usage frequency 𝑢𝑒 in

positions where the interaction technique score is higher.

4.1.6 Constraints. The previous terms do not sufficiently constrain

the optimization. Here, we describe constraints that further limit

the assignment of elements to avoid trivial solutions and produce

more meaningful layouts. First, we avoid element duplicates with

the following constraint, ∑︁
𝑐

𝑥𝑒,𝑐 ≤ 1, ∀𝑒. (13)

Second, we prevent multiple elements from simultaneously oc-

cupying the same container. This constraint is formulated as,

𝑐1 ∩ 𝑐2 ≠ ∅ =⇒
∑︁
𝑒

𝑥𝑒,𝑐1 +
∑︁
𝑒

𝑥𝑒,𝑐2 ≤ 1; (14)

𝑐1, 𝑐2 ∈ 𝐶, 𝑐1 ≠ 𝑐2

Third, we require elements to fit within their assigned containers

in terms of size with the following constraint,

𝑑𝑒 > 𝑑𝑐 =⇒ 𝑥𝑒,𝑐 = 0 (15)

Interaction Obstacle Avoidance (R2). Beyond common constraints

of UI assignment problems (Eq. 13-15), we model a bias that avoids

placing elements near physical real-world obstacles that risk un-

intentional collisions during interaction. Specifically, we propose

two constraints which avoid placements that either intersect with

obstacles or are directly behind a physical surface,

𝑐 contains 𝑜 =⇒ 𝑥𝑒,𝑐 = 0, ∀𝑒 ∈ 𝐸

𝛿𝑐
surface

< Z =⇒ 𝑥𝑒,𝑐 = 0, ∀𝑒 ∈ 𝐸.
(16)

𝛿𝑐
surface

denotes the smallest projected distance between con-

tainer 𝑐 from the surface it resides behind, seen from the user’s

perspective. Z is a threshold we empirically set to 0.1𝑚. We de-

termined this threshold observing that if elements are placed too

closely behind surfaces, users may still be inclined to interact with

them directly (i.e., through touch).

4.2 InteractionAdapt Workspace
For our evaluation and applications, we integrated our optimiza-

tion model as part of an InteractionAdapt Workspace environment.

Our workspace implements the functionality of popular VR produc-

tivity apps, providing tools for opening browsers, creating white-

boards, and adding widgets for input (e.g., keyboards). Unlike in

prior research prototypes (e.g., [11, 47]), all virtual elements in our

workspace are fully interactive.

4.2.1 Interaction techniques. Users can interact with workspace

contents using three input techniques: direct touch, pinching, and

remote cursor control. In line with popular productivity VR apps

(e.g., Spatial [67], Immersed [35]), our system automatically selects
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which technique is presented based on the user’s hand and head

positions, the physical environment, and the position and contents

of interface elements. Note that elements can be attached to surfaces.

Interacting directly with surface-attached interfaces enables users

to benefit from passive haptic feedback.

4.2.2 Defining surfaces and obstacles. Our workspace provides

support to define surfaces and obstacles in the real world as planes

and bounding boxes in VR. Users can use the pass-through mode

of Quest 2 to inspect the real world and indicate 3 or 4 constraining

points of physical surfaces and obstacles using the controller. The

workspace saves defined objects as one virtual scene.

If users return to a previously visited environment, the corre-

spond virtual scene can be retrieved and physically aligned using

a 3-point calibration method. We acknowledge that this process

could be streamlined with automated sensing approaches in future

iterations (e.g., SSTNet [44]). It is critical to note, however, that

simple scene geometry extraction methods will unlikely suffice for

identifying interaction affordances where important considerations

of safety and physical texture must also be respected.

We provide an awareness of physical surfaces and obstacles in

the user’s surrounding with an adaptive grid visualization that ad-

justs its resolution based on its proximity to the user. Both, surfaces

and obstacles fade in when the user is within a range of 1𝑚 (i.e.,

slightly beyond the user’s reach). Obstacle representations are fur-

ther highlighted in red as the user approaches them within 0.1𝑚.

4.2.3 Implementation. We implemented our system for the Meta

Quest 2 using Unity 2021 and solved the linear program described

above using Gurobi 9.5 [26] via their Python 3.8 interface. Commu-

nication was realized via websocket.

5 SELECTION STUDY
To evaluate our approach, we first conducted an experiment inves-

tigating whether InteractionAdapt enables ergonomic and efficient

input through its adapted layouts in a selection task.We compare In-

teractionAdapt to two baseline adaptation methods. Our evaluation

is designed following the example of prior work [12, 59], which used

abstracted tasks to examine the ergonomic qualities and usability

of interfaces. In our study, we aim to answer the following research

questions: 1) how our approach affects task performance and in-

teraction behavior, 2) how our approach impacts user preferences,

perceived usability, as well as task and environmental complemen-

tarity in layout design, and 3) the degree to which adapted layouts

resemble participants’ perceived optimal layout.

5.1 Study Design
We used a within-subject design with three variables: task (2 levels:

selection, layout), environment (2 levels: seated, standing), and
method (3 levels: Surround, Consistency, InteractionAdapt). We col-

lected metrics on participants’ task execution time, selection errors
(i.e., number of missed clicks), selection time, selection speed (i.e., av-

erage velocity across selection trajectory), and touch-to-cursor ratio
(i.e., ratio between touch and cursor interactions). We also recorded

the number of elements participants moved during the layout task.

a seated

b standing

Figure 4: Physical and virtual representations of the (a) seated
and (b) standing environments used in our selection study.

Lastly, we asked participants to rank our methods, rate the comple-

mentarity of adapted layouts with the environment and task, and

report their task load during selection (i.e., averaged NASA TLX

responses). environment and method orders were fully counter-

balanced. The task order was fixed.

Tasks. The study comprised two tasks, which were always exe-

cuted in sequence. Participants first performed a 3D multi-window

selection task, which involved selecting highlighted buttons on spa-

tially distributed UI elements "as quickly and precisely as possible"

(Figure 4). We designed the UI to be an abstraction of windowed en-

vironments in VR workspaces and the task interactions to resemble

interaction patterns of sequential and parallel usage in multi-screen

ecologies [38]. Participants’ attention would first be directed to one

or two elements, activated in dark green in (Figure 4, right). They

then selected highlighted buttons, which either appeared sequen-

tially inside one UI element or simultaneously in two UI elements

(i.e., parallel window usage). UI elements that shared the same color

were always activated at the same time. Participants performed

a total of 74 selections, divided into 3 parallel window usage pat-

terns (simultaneous interaction across 2 windows) and 1 sequential

pattern (one-by-one across 3 windows).

Participants subsequently performed a layout adjustment task,
where they adjusted method-adapted layouts (i.e., move, rotate,

attach or detach from surfaces) such that it would better support

them in the selection task. Participants’ adjusted layouts served as

a “ground truth” to compare output layouts against.

Environments. We built two environments to evaluate our adap-

tation approach (Figure 4), including a seated environment that

resembled a classic workstation in an office and a standing environ-

ment that represented a mobile setting where a user may briefly

want to perform a productivity task (e.g., in a quiet corner at an

airport or a conference venue). The seated environment consisted

of two slightly tilted displays and a desk. The standing environment

consisted of one horizontal and two vertical surfaces, as well as

two obstacles. The environments were selected as potential settings

of knowledge work, and for the differences in their affordances

(e.g., seated versus standing, more available space in front versus

constrained). We intentionally selected environments with different
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Figure 5: Boxplots for the results of our selection study. We compared the methods InteractionAdapt (IA), Consistency (C), and
Surround (S). Significance levels: *𝑝 < .05, **𝑝 < .01, ***𝑝 < .001.

affordances because limited adaptations would be required other-

wise. In addition, environments were selected to contain physical

objects which could potentially be appropriated for interaction sup-

port. In training, participants were immersed in a third and empty

environment. Here, they were seated in an office chair, faced a large

open space, and performed interactions in mid-air.

Methods. We compare Surround, Consistency, and InteractionAdapt.
Surround places elements at the same position relative to the user

in new environments. It is comparable to how virtual environments

are initialized on commercial platforms (e.g., re-centering on the

Meta Quest). Consistency optimizes for layout similarity between

environments while avoiding occlusions and placements that inter-

sect with obstacles (i.e., objectives T and V defined in Section 4.1).

InteractionAdapt represents our method’s output.

As inputs, the usage frequency of each UI element 𝑢𝑒 was com-

puted as the fraction of its number of buttons with respect to all

buttons. For all three environments, we manually defined the sur-

faces, obstacles, and mid-air placement volumes that constitute

the set of containers 𝐶 of our problem formulation. Participants’

adjusted layouts were used as input for following adaptations.

5.2 Procedure
Prior to the study tasks, participants completed a consent form and

demographic questionnaire. Participants then began by performing

two practice trials in the empty environment to learn both tasks.

Afterwards, participants completed the conditions of the study,

performing selection and adjustment tasks in both environments

for each of the three adaptation methods (completing six pairs in

total). Participants completed a questionnaire after each selection

task. Finally, participants ranked the three adaptation methods

according to preference. They completed sessions in under an hour.

5.3 Apparatus
Study environments were implemented as InteractionAdapt work-

spaces. Participants interacted with the virtual environment, includ-

ing adjusting element position, using the standard 3D interaction

techniques described in Section 4.2.1. We manually calibrated vir-

tual environments to the physical space (Section 4.2.2), each time

verifying physical surfaces and corners indeed lined up with corre-

sponding virtual features.

5.4 Participants
We recruited 12 participants (3 female, 9 male), ages 21–38 (M=27,

SD=4.6) from a local university. Participants reported experience

with VR technology, hand tracking, and video games on a 5-point

Likert scale, as well as their alertness using the Stanford Sleepiness

Scale [34] (0–7). Participants’ median responses were VR experience

= 4, hand-tracking experience = 3, gaming experience = 3, and level

of alertness = 6. Participants received $20 as gratuity.

5.5 Results
To analyze dependent variables, we performed an ANOVA for

normally distributed data and Friedman’s test if the normality as-

sumption was violated (tested with Shapiro-Wilk). For the latter,

we treated environments as repeated measures. Post-hoc pairwise

comparisons were performed using the Holm-Bonferroni test. In

the following, we focus on reporting significant differences across

methods. Results with significant differences are shown in Figure 5.

Selection Performance & Interaction Behavior. We found a main

effect of method on selection speed (𝜒2 (2) = 9.22, 𝑝 = .01). Partici-

pants moved fastest between target buttons in the InteractionAdapt
conditions (all 𝑝 = .05). Similarly, we found an effect of method on

selection time (𝜒2 (2) = 3.75, 𝑝 = .04). Participants had a lower selec-

tion time in InteractionAdapt than Consistency (𝑝 = .04). There were

no differences between the two other conditions. A comparison of

the ratio between touch and cursor interactions also showed signif-

icant differences (𝜒2 (2) = 19.66, 𝑝 < .001). Participants used touch

more frequently in InteractionAdapt than Surround and Consistency
(all 𝑝 < .001). In all conditions, participants avoided unintentional

collusion with physical objects, likely on account of how all physi-

cal affordances were clearly visualized. The experimenter further

observed that in the InteractionAdapt condition, participants used
surfaces as resting platforms while performing the selection task.

Layout. We found a main effect of method on the number of ele-

ments participantsmoved in the layout task (𝜒2 (2) = 14.04,𝑝 < .001).

On average, participants moved fewer elements in InteractionAdapt
than Consistency (𝑝 = .009) and Surround (𝑝 = .001). There was

no significant effect of method on distance of UI elements to user

(𝜒2(2) = 2.42, 𝑝 = 0.30).
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a workstation b seated c standing

Figure 6: Physical and virtual representations of the (a) workstation, (b) seated, and (c) standing environments used in our
proof-of-concept usage study, where participants performed a real-world knowledge work task.

Self-reports. We found a main effect of method on participants’

preference rankings (𝜒2 (2) = 11.31, 𝑝 = .004), perceived match be-

tween layout and task (𝜒2 (2) = 11.76, 𝑝 = .003), and match between

layout and environment (𝜒2 (2) = 21.14, 𝑝 < .001). Participants

ranked InteractionAdapt significantly higher than both Consistency
and Surround (both 𝑝 = .01). Participants also perceived layouts

adapted by InteractionAdapt as more suitable for the task than both

Consistency (𝑝 = .02) and Surround (𝑝 = .003). Lastly, participants

perceived layouts adapted by InteractionAdapt as more suitable

for the environment compared to the baselines (both 𝑝 < .001).

Compared to Surround-adapted layouts, Consistency-adapted lay-
outs were also perceived to be a better match for the environment

(𝑝 = 0.007), but not for the task (𝑝 = 0.34).

Performance metrics. We found no significant effect of method on

task load (𝜒2(2) = 2.60, 𝑝 = 0.27), task execution time (𝜒2(2) = 0.31,

𝑝 = 0.86), and selection errors (𝜒2(2) = 3.52, 𝑝 = 0.17).

Discussion. Our results indicate that there is a preference for our
approach over Surround and Consistency. Participants also reported
perceiving InteractionAdapt adapted layouts as more suitable for

both the task and environment and adjusted them least, suggesting

they were closest to what participants considered optimal.

While we did not observe differences between conditions with

respect to task load and performance metrics (e.g., accuracy, time of

completion), the results revealed several interesting insights relat-

ing to the participants’ interaction behaviors. Participants moved

significantly faster when working with layouts adapted using In-

teractionAdapt and used direct interactions more frequently. This

can not be attributed to our method simply moving the interface

closer to the participant as there was no significant difference in the

average distance of UI elements to participants across conditions.

We argue that this phenomenon can be accredited to Interaction-
Adapt’s capability of leveraging physical affordances that enabled

participants to benefit from passive haptic feedback and adopt more

comfortable, environment-supported positions. In the Interaction-
Adapt condition, participants were further observed leveraging

surfaces as resting platforms for their wrist, forearm, and elbow.

The participants’ self-reported measures and observed interaction

behavior differences collectively suggest that InteractionAdapt may

enable more ergonomic and efficient interaction.

6 PROOF-OF-CONCEPT USAGE STUDY
To further explore the benefits and limitations of InteractionAdapt,

we conducted a second proof-of-concept study to examine the ap-

plicability of our method in a real-world knowledge-work task. For

this, 12 participants experienced interfaces adapted with Interac-

tionAdapt in the context of travel planning, which we designed

based on prior work (e.g., [11, 53]). Contrary to our selection study,

in this study virtual elements contained semantically meaningful

content, which affects users’ spatial memory [13, 47]. In real-world

knowledge tasks, metrics such as task completion time and inter-

action behavior are primarily influenced by participants’ problem-

solving approach as opposed to the interface layout. Hence, in

this study, we focused on participants’ qualitative impressions. We

compare the effect of the interaction term (InteractionAdapt) to
optimizations without it (Consistency). We excluded Surround since

it was least preferred in our selection study (Section 5).

Procedure. We used a mixed factorial design with method (2 lev-

els: Consistency, InteractionAdapt) as a within-subject independent
variable and environment (2 levels: seated, standing) as a between-
subject independent variable. We designed the study with the fol-

lowing narrative in mind: while working, participants occasionally

move from their personal workspace to new physical contexts.

Participants first designed a layout consisting of five virtual

displays to perform a travel planning task at a workstation environ-

ment (Figure 6a). Half of the participants (𝑁 = 6) then moved to

a standing (Figure 6b) environment and the other half moved to a

seated (Figure 6c) environment. We note that these environments

differ from those used in our selection study. In their respective

second environments, all participants experience both Consistency
and InteractionAdapt adapted layouts (defined in Section 5.1).

For the travel planning task, participants were asked to first

check their email for instructions, and then, in any order, search for

a flight, explore a map for a museum, and compare two restaurant

menus. We designed this task to include representative interactions,

such as reading, navigation, cross-referencing information across

windows, and manipulation [64]. Between conditions, participants

repeated the same task but for a different travel destination.

For our InteractionAdapt model, the usage frequency of each

input element 𝑢𝑒 was defined to depict the interaction patterns

we expected to emerge from the travel task (e.g., keyboard requir-

ing most frequent access, followed by the map, then restaurant

websites). The adaptation method order was counterbalanced to

account for learning effects. We concluded the study with a semi-

structured interview asking participants for their impressions of

the adapted interfaces.

Participants. We recruited 12 new participants (5 female, 6 male, 1

did not specify), ages 21–37 (𝑀 = 25, 𝑆𝐷 = 4) from a local univer-

sity. Participants’ median responses to our demographics questions

(Section 5.4) were: VR experience = 3, hand-tracking experience
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= 3, gaming frequency = 4, and alertness = 5. Participants received

$10 as a gratuity for their time.

Results. On average, participants completed one instance of the

travel planning task in 183.6 s (𝑆𝐷 = 64.8). Several participants

completed the task more quickly than anticipated due to their fa-

miliarity with the destination.

9 participants preferred InteractionAdapt over Consistency. The
strongest point of consensus within participant observations was

that InteractionAdapt generated beneficial layouts by aligning fre-

quently used elements with surfaces (𝑁 = 7; P2, “I liked how the

map which I used most was attached to a surface [...]”). All partici-

pants who observed this further noted that they appreciated the

passive haptic feedback that came from this arrangement decision

(𝑁 = 7; P11, “I liked how I could use the wall. It felt like a touch-

screen.”). Beyond touch interaction, several participants remarked

that InteractionAdapt generally produced layout adaptations that

were more comfortable to use (𝑁 = 3; P8, “The window was placed

in a position that was comfortable for my arm”). InteractionAdapt’s
placements of high usage frequency elements directly in front of

users was also appreciated (𝑁 = 3). Similar to the selection study,

participants avoided unintentional collisions in both conditions. We

also observed that participants indeed used surfaces more as resting

platforms in the InteractionAdapt condition. The three participants
who reported preferring Consistency over InteractionAdapt justified
this by citing their preference for either a fixed layouts between

environments or specific element placement requirements. This

suggests that adaptation behaviors may need to be personalized.

7 APPLICATIONS
We demonstrate InteractionAdapt in three example applications

that involve different elements and environments (Figure 7).

Mobile Knowledge Work. First, we demonstrate how Interaction-

Adapt could support work on the go. In the initial desktop envi-

ronment, we show a VR interface for literature research, consisting

of an excel sheet, two search engines, two document readers, and

a keyboard (Figure 7a, left). We then show an InteractionAdapt-

adapted layout at a printing station (Figure 7a, right). In the adapted
layout, the keyboard has notably been placed on a flat surface so

the researcher can comfortably type while waiting for their print-

ing documents. Both browser windows have also been attached

to vertical surfaces to enable interactions that benefit from pas-

sive haptic feedback. All elements retain approximately the same

relative spatial positions to support reliance on spatial memory.

The demonstrated scenario is representative of where we expect

adaptation to benefit most, namely in settings where users briefly

want to perform a task. These situations often do not allow users

to clear their space for a set-up typically required by current VR

applications. An adaptive workspace addresses this requirement.

Travel Planning. Figure 7b (left) shows a VR interface for travel

planning. The layout consists of a keyboard, a map, two booking

websites, a translation widget, and a word processor. We envision a

user getting up for coffee. Here, our adaptive interface enables them

to continue their task while waiting at their kitchen counter, which

is more spatially constrained (Figure 7b, right). Elements are either

attached to a surface for direct interaction (e.g., placement of the

a

b

c

input layout

knowledge work

travel planning

browsing social media

adapted layout

Figure 7: Possible use cases for InteractionAdapt: (a) search-
ing for research literature, (b) planning a vacation, and
(c) browsing social media. Left: Manually created layouts.
Right: Layouts adapted by InteractionAdapt.

blue booking website), or placed at a distance to avoid unintentional

collisions (e.g., placement of the translation application).

Browsing Social Media. In this application scenario, we imagine

a user waiting for an order at a coffee shop. The layout consists

of a weather website, a video viewer, a news website, and a social

media platform (Figure 7c, left). After the user moves to a seating

area, the interface is automatically adapted (see Figure 7c, right).
Elements were either aligned to the table in front of the user for

touch or placed directly in front at a height accessible by elbow-

rested interactions to support more ergonomic input. This scenario

again illustrates how VR may be used more ubiquitously.

8 DISCUSSION AND FUTUREWORK
We developed InteractionAdapt to enable immersive interfaces to

fluidly transition between physical spaces. In the following, we

highlight the design implications of our study results and discuss

remaining open questions related to this direction.

Design implications. In our selection study, we observed that our ex-

plicit consideration of how physical environment affordances may

support different interaction modalities resulted in an increased us-

age of touch interactions. In our usage study, participants similarly

voiced a liking for using performing touch interactions on environ-

ment surfaces. Combined, these insights suggest that environment

affordances can indeed support more ergonomic interactions, espe-

cially through providing passive haptic feedback.
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Also, from the feedback of participants who preferred Consis-
tency over InteractionAdapt, we surmise that aligning optimization

objectives with individual user preferences is critical to enabling

desirable adaptations. Adaptation approaches need to be personal-

ized, such that they could account for individualized requirements

like preferences for fixed layouts.

Incorporating additional contextual factors. Our work explores the

trade-off between physical interaction affordance, temporal con-

sistency, and occlusion avoidance in adaptive VR interfaces. It is

complementary to prior work that has investigated other factors

of the design space of adaptive VR interfaces, such as the user’s

physical surroundings [11, 12], cognitive load [47], social accept-

ability [54], and ergonomics [12, 16, 50, 59]. We believe there are

research opportunities in both expanding and consolidating the

design space. For instance, future research could investigate the

social factors of nomadic VR usage, e.g., optimizing adaptations to

fit space-constrained settings [40] and not to invade others’ per-

sonal space [54]. Explicitly considering the impact of inter-element

relationships is also an interesting direction. For example, it may be

desirable to place related elements closer to each other (e.g., word

processor and reference document).It would furthermore be valu-

able to understand trade-offs between factors, such as when con-

siderations of semantics and ergonomics are in conflict.

Moreover, we believe that several features of our own implemen-

tation warrant more in-depth exploration. First, while we currently

define usage frequency in terms of proportion of active interactions

(e.g., number of selections), a more nuanced characterization of

the property could benefit generated layouts. Additionally, while

we only implicitly factor in user adjustments with our consistency

term, explicit specifications of user preferences could alternatively

be encoded as hard constraints. Third, future adaptive approaches

could also explore co-opting environment features and objects be-

yond surfaces, like table edges [29] and pens, as UI elements like

tools, buttons, or valuators [30]. Fourth, our proposed approach

primarily targets situated usage of workspaces in VR. It would

be worthwhile investigating to what extent our formulation can

produce feasible adaptations while users are not stationary (e.g.,

while walking [42]). Last but not least, in InteractionAdapt, we

performed interface layout adaptations considering the potential

usage of direct touch and cursor input techniques. Prior work has

proposed a plethora of other spatial interaction techniques, such

as balloon selection [4]. Exploring alternative sets of interaction

techniques in interface layout optimization is thus interesting.

Optimization method. InteractionAdapt formulates interface layout

adaptation as a linear program [62]. Prior work has explored a

multitude of alternative approaches, including artificial potential

fields [42], simulated annealing [17], and decision trees [65]. We

believe that a comparative evaluations of different computational

methods would make for valuable future work.

Additional studies. Our approach would further benefit from both

controlled and longitudinal evaluations. Future studies can focus

on quantitatively examining interaction behaviors, including the

influence of different adaptation approaches on body posture and

surface usage. It may be especially interesting to observe and an-

alyze these behaviors with full-body motion capture and contact

or pressure sensing on environment features. Additionally, prior

work suggested that preserving some degree of spatio-temporal

consistency is important because it enables users to leverage their

spatial-temporal memory [47]. The trade-off between optimizing

for familiarity and optimal interaction remains under-explored, and

studies analyzing visual search time during tasks may extend upon

our current understanding. Last but not least, we believe more in-

depth investigations of how participants adjust interface elements

may beneficially inform future adaptation approaches.

Personalizing interface adaptation. Weighing the importance of dif-

ferent factors in UI adaptationmethods according to user preference

is an open research question in HCI. Current methods model gen-

eral preferences with respect to the trade-off between different

design decisions. Fine tuning such models to the preference of indi-

vidual users is challenging as it requires a way to inform the system

on how a user prioritizes different factors. Due to the non-linear

nature of the objective function of adaptive UI methods, it is also

unclear how to weight factors to attain UIs that follow the prefer-

ence of an individual user. In future work, we are interested to solve

this problem by closing the loop between a chosen prioritization of

factors and the individual preference towards a resulting UI.

9 CONCLUSION
We have presented InteractionAdapt, an approach to adapting im-

mersive workspaces between different physical environments for

situated usage by leveraging optimization-based layout reconfig-

uration to fit the user’s current physical surroundings. The novel

optimization term in our method exploits environment features to

support multiple interaction techniques and adapt the UI accord-

ingly, including on-surface touch, mid-air touch and pinch, and

cursor control, whose prioritization stems from our detailed experi-

mental evaluation of these techniques in situated VR settings [12].

In our evaluation of InteractionAdapt during a selection study, our

method generated UI adaptations that were preferred and required

fewer manual adjustments to serve for efficient interaction. In a

second proof-of-concept study, we evaluated InteractionAdapt in a

real-world productivity task where participants planned a travel

schedule. The results of our studies indicate the potential of our

approach in supporting more efficient and ergonomic interaction.

We believe that our approach is a step towards automatically

integrating VR interfaces into users’ physical environment. We

argue that this will be key to enabling mobile VR knowledge work

for everyone—using one’s personalized UI environment, anywhere

and in any setting that affords productivity.
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Element variables

Variable Description

𝐸 = (𝑒1, ..., 𝑒𝑛) Set of virtual interface elements to place

in the layout

𝑁𝑒 ∈ Z+ Number of virtual elements in 𝐸

𝑝𝑒 ∈ R3 Position of element 𝑒 in the input envi-

ronment

𝑑𝑒 ∈ R3 Size of element 𝑒

𝑢𝑒 ∈ [0, 1] Usage frequency of element 𝑒

Environment variables

Variable Description

𝑂 = (𝑜1, ..., 𝑜𝑛) Set of considered obstacles in the envi-

ronment

𝑁𝑜 ∈ Z+ Number of obstacles in 𝑂

𝑝𝑜 ∈ R3 Position of physical obstacle 𝑜

𝑑𝑜 ∈ R3 Size of physical obstacle 𝑜

𝑆 = (𝑠1, ..., 𝑠𝑛) Set of considered physical surfaces in the

environment

𝑁𝑠 ∈ Z+ Number of physical surfaces in 𝑆

𝑝𝑠 ∈ R3 Position of physical surface 𝑠 in the en-

vironment

𝑑𝑠 ∈ R3 Size of physical surface 𝑠

𝐶 = (𝑐1, ..., 𝑐𝑛) Set of containers that are available for

placement

𝑝𝑐 ∈ R3 Position of container 𝑐

𝑑𝑐 ∈ R3 Size of container 𝑐

Table 1: Description of model inputs.
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